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Introduction

Abstract. This research paper delves into the implementation of artificial intelligence
(Al) in the mobile logic game “ToqyzQumalaq,” focusing on incorporating advanced
algorithmic strategies to improve gameplay. The game's complexity and strategic
depth present unique challenges in Al development, addressed through the integra-
tion of algorithms like Minimax, Alpha-Beta Pruning, Greedy, and Particle Swarm Op-
timization (PSO). The study emphasizes the creation of evaluation functions for these
algorithms, ensuring Al efficiency and human-like decision-making. This aspect is vital
for maintaining the strategic unpredictability essential to “TogqyzQumalaq.” Extensive
experimental testing against human players of various skill levels demonstrates the
algorithms' effectiveness. These tests reveal the strengths and limitations of each algo-
rithm, providing insights into their application in the game. This paper contributes to
Al in gaming, highlighting the challenges and opportunities in developing Al for com-
plex games. Its findings are relevant not only to game developers but also serve as an
educational tool, showcasing the practical application of Al and algorithmic strategies.

Keywords: mobile game development, machine learning, Minimax, Alpha-Beta Prun-
ing, Greedy, PSO.
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The game is up when one of the players
will not have a ball to make a move - such

“ToqyzQumalaq” is a national Kazakh board
game for two players. The game is played by
two players, who have 2x9 slots with 9 balls
in each slot (Fig.l). The goal of the game is
to get more balls in its own “Stone bank”.
Moves are made by players alternately by
successive spreading balls between slots
from left to right. If the last ball falls into the
opponent’s slot, bringing balls count to an
even number, all of them displacement to
the player, who made a move.

a losing situation is called Hollow (Atsyrau)
(Fig.2). If during the game the number of
stones in one of the slots becomes equal
to three, this slot goes into a special status
called Sacred (Tuzdyk). The benefit of Sa-
cred slot is that each ball falling in Sacred
moves to the “Stonebank” of “Sacred” own-
er (Fig.3).

The aim of this study is to develop a mo-
bile logic game “ToqyzQumalaq” with an
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emphasis on artificial intelligence and ma-  gaming decision making.
chine learning implementation for optimal

The 2™ player’s slots (S,)

Stones

The 1-st player’s
StoneBank

The 2-nd player’s
StoneBank

The 1-st player’s slots (S,)

Figure 1. Initial state of the game board "ToqyzQumalaq"

Figure 2. The “ToqyzQumalaq” game completion
with the result 73:74 in 2nd player’s favor

Sacred (Tuzdyk)

Figure 3. The slot N27 of the first player goes into a special status called Sacred (Tuzdyk)
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Implementation of artificial intelligence and
machine learning in mobile game applica-
tions requires utilizing the special search
algorithms for optimize gaming decisions.
Theoretical research in this field confirms
relevance search optimization algorithms
such as Minimax [1-3], Alpha-Beta Pruning
[4], Greedy [5], PSO [6], suitable for such log-
ic games.

In developed mobile game the artificial in-
telligence was implemented on three game
levels as Easy, Medium and Hard using PSO,
Greedy, Minimax and Alpha-Beta Pruning
algorithms. The General mobile application
architecture with the selection of artificial
intelligence modules is shown in figure 4.
Game rules and gameplay are modeled and
implemented for Android and iOS platforms.

The efficiency of applied algorithms in re-
spect to the making decisions by artificial
intelligence have been estimated on the
basis of experimental results. Experiments
have shown the efficiency of the Greedy al-
gorithm by comparison to other algorithms.

Development of mobile logic game
“ToqyzQumalaq”

The formalization of requirements to the
mobile logic game. “ToqyzQumalaq” is qual-

ified as a board combinatorial logic game.
To formalize the rules and requirements to
the gameplay the following mathematical
model has been set up:

ZQ:SU +29:Szj +29:Sb,. =182
i=1 Jj=1 i=1

(1),

under constraints:

S;20, fori=12;j=19

—

0<8b, <182, fori=12
where,

S, — 1st player's slots,
S,; —2nd player's slots,
Sb, —ith player's stonebank.

The initial state of the game model is set by
the following conditions:

The architecture of the mobile logic game
“TogyzQumalaq” has shown at figure 4.

g-. §_ connection Server
Game 8 E connection
x @ Platforms | API & services
[
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} | Beginner | | Easy | | Medium | | Hard | }
} uses J{ uses J{ uses J{ uses J{ }
} | Random | | PSO | | Greedy | | Alpha-beta | }
| based on |
| Al algorithms | | Minimax | }
\
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Figure 4. The architecture of the mobile logic game “ToqyzQumalaq”
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Game mechanics of the mobile logic
game “ToqyzQumalaq”

One of the mobile game applications devel-
opment stages is the game mechanics de-
sign, which is in the programming of player
actions: considering the position of the spe-
cial slot Sacred (Tuzdyk), player loss - Hollow
(Atsyrau), control of in-game achievements
are effective moves, wins, winning streak.

From the computational viewpoint of game
mechanics design, the development and
implementation of artificial intelligence us-
ing search algorithms for optimize gaming
decisions is a laborintensive type of work.

The artificial intelligence is implemented
on the three game levels:

- Easy level. For the completion of a move
a machine learning module is used
which is based on the PSO algorithm.
For learning, the mobile application
plays with itself, taking into account
only such results of the game as victory,
drawn, defeat. Based on this data, the
evaluation function has been built;

- Medium level. For the completion of
a move the Greedy algorithm is used,
which ensure to get as many balls as
possible and, at the same time, gives
the minimum possible balls to the
opponent;

- Hard level. For the completion of a move
the Alpha-Beta Pruning algorithm
is used which have been ensured to
protect player's slots and to make the
most effective game in the player loss
situation Hollow (Atsyrau).

An important step in implementation
search algorithms for optimize gaming de-
cisions is in the building of the evaluation
function of the game decision tree [4,5,6].

Considering the analytic formulation of the
evaluation functions for each algorithm arti-
ficial intelligence in the mobile logic game
“ToqyzQumalaq” is used to implement.

The evaluation function for the Minimax
and PSO algorithms is as follows:

(Sb, —Sb,., )+ Tp, —Tp,,,, fori=1
(Sb, —Sb, )+ Tp, ~Tp, ,, fori=2

where,

E — evaluation function,

Sbi — ith player's stonebantk,

Tpi — value of evaluation function for i-th
player's Sacred slot.

The analytic formulation of the Greedy eval-
uation function is as follows:

For the first player:
E =(Sh, —Sb,)*5+0s, *20+1Tp, ¥15—
Tp, *15— 0, (odd) * 5+ O, (even) * 5 (4).

For the second player:
Ip, *15-0,(0dd)*5+ O, (even) *5 (5),

where,

E — evaluation function,

Sb. - ith player's stonebank,

Tp-value of evaluation function for i-th
player's Sacred slot,

Os, - the number of balls that i-th player can
win,

O, (0odd) -the number of the i-th player's odd

slots.

The evaluation function for the player’s Sa-
cred (Tuzdyk) slot in relation to the queue
is implemented in all algorithms and is as
follows:

2,if slot =1
4, if slot =2
6, if slot =3
Ty, = 15, if slot =4 for i= 1’—2 )
14, if slot =5
8, if slot =6
7,if slot =7
5, if slot =8
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Search algorithms to optimize gaming de-
cisions are implemented in Java. The chunk
of the code about implementation of the
Greedy evaluation function is shown at fig-
ure 5. The Greedy algorithm takes into con-
sideration several factors: how many slots
are at risk, how many slots are protected,
how many slots can be attacked, the maxi-
mum number of balls that can be obtained,

public int ewval|){

if({globalFlayer == 1)
int evaluation =

the maximum number of balls that can be
protected, the evaluation of the slot Sacred
(Tuzdyk) depending on its position, and the
difference between the number of balls at
players. The parameters of Greedy evalu-
ation function have their own coefficient
that can make the game aggressive or de-
fensive, depending on which coefficient is
greater: at parameter “eat” or “protect”.

0;

evaluation+=(Pl5toneBank - this.P25toneBank) *5;
evaluation += thizs.Q53P1*20;
evaluation+=evalSacred(l)*15;
evaluation-=evalSacred(2)*15;
evaluation+=numberO0fEven (this, 1) *5;
evaluation——number0f0dd (thi=s, 1) *5;

return evaluation;

int evaluation

0;

evaluationt=(thiz.P25toneBank-this.P1l5toneBank) *5;
evaluation += this.(5P2+%20;

evaluation+=evalSacred
evaluation——=ewvalSacred

(2)*15;
(1) *15;

evaluation+=numberOfEven (this, 2) *5;
evaluation-=number0fCdd (thi=, 2) *5;

return evaluation:

Figure 5. Implementation of the Greedy evaluation function in Java

In evaluating the Sacred slot (Tuzdyk) the
highest coefficients have slots number 4
and 5. The lowest coefficient for Sacred
(Tuzdyk) has slot N2 1. Such evaluation of the
Sacred slot position applies to both players.
However, this evaluation can be changed

depending on the stage of the game, and
mutual slots Sacred (Tuzdyk). The chunk
of the code about implementation of the
Sacred slot (Tuzdyk) evaluation function is
shown in figure 6.
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public int getEvalSacred|(Greedy obj,int player){

int ewval =

if(player == 1)

switch(obj.sacred[0])

case
case
caze
caze
caze
caze
caze
caze

eval += Z:break:
eval += 4:break:
eval += &;break:
eval += 15;break;
eval += 1l4;break;
eval += B:break:
eval += T:break:
eval += 5:break:;

R L s nom =] o

Figure 6. Implementation of the Sacred slot evaluation function (Tuzdyk) in Java

The Minimax algorithm chooses the next
move for which the value of the evaluation
function will be the most effectively with
minimal losses for the player who is making
moves.

The Alpha-Beta Pruning algorithm evalu-
ates a branch of the search tree and can be
terminated prematurely without calculat-
ing all values of the evaluation function if it
is found that the evaluation function value
for that branch is in any case worse than the
one calculated for the previous branch. The
Alpha-Beta Pruning evaluation function as-
sumes making an efficient move, to protect
the slots, or to distribute rich slots, where
there are a lot of balls, or to continue game
by completing slots with the single ball and
slots with 2 balls to avoid creating by oppo-
nent Sacred slot (Tuzdyk).

The Minimax and the Alpha-Beta pruning
algorithms take into account the position of
the Sacred slot (Tuzdyk) and the difference
between the number of balls at players in a
certain game situation.

The chunk of the code the Alpha-Beta Prun-
ing evaluation function is shown in figure 7.

This program code is checked all non-emp-
ty slots on the ability to an effective move
by using the method getSelectedPit(). In
the beginning, the program evaluates the
moves from the slots, based on the differ-
ence between the next states of the Stone-
Banks. The move with the best difference is
automatically choosen. The choosen move
is verified on the effectiveness by isProfit-
able() function. If the chosen move have
a good value of effectiveness, it will be se-
lected, otherwise a game has to go to the
protection mode. Method toProtectSlots()
checks the presence of the slots that need
to be protected. If any, protectSlots(main-
BoardState) method searches a move, able
to protect as many slots, without giving a
chance to the opponent to make an effec-
tive move. If this condition is not met, the
program searches for rich slots, slots with
the maximum number of balls using the
hasRichSlots() method. It is impractical to
store a large number of balls in one slot.
Therefore, sometimes we need to break
such slots through distributeRichSlots(). If
the last condition is negative, it means that
the game goes into the mode of shifting the
balls to build traps. This procedure is per-
formed using the doSomething () method.


https://www.multitran.com/m.exe?s=ability%20to%20move&l1=1&l2=2
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In the Minimax and Alpha-Beta Pruning al-
gorithms, the parameters are summarized
and give a certain assessment of the game
decision. For example, when player making

move from slot N25, the evaluation is equal
20. As a result, the slot with the highest eval-
uation is selected.

int nexthAlphaBeta = mainBoardState.getSelectedPit();
System.out.println("next move + " + nextRlphaBetal;
if (mainBoardState.izProfitable (nextAlphaBeta,

mainBoardState) > 0) {

mainBoard3tate.printBoard (mainBoardState) ;
System.out.println ("Frofitable move");
choice = nextRlphaBeta;

} else {

if (mainBoardState.toProtectStones()) |
System.out.println({"Protection of Stones");
System.ocut.println{mainBoardState);

choice =

mainBoardState.protectSlots (mainBoardState) ;
System.out.println({"FProtected");

} else {

1if {(mainBoardState.hasRichSlots()) |
System.ocut.println{"Rich");

choice

} else {

= mainBoardState.distributedRichSlots()

choice =
mainBoardState.doSomething (mainBoardState) ;

H
1

Figure 7. Implementation of the Alpha-Beta Pruning evaluation function

Testing and debugging

To estimate the speed and efficiency of the
used algorithms the experimental testing
has been carried out. Algorithms have
been tested on computer platforms with
the following hardware characteristics:
processor - i7 4710HQ, clock frequency

- 25 GHz, RAM - 8 GB, video card - 4 GB
NVIDIA GTX850M.

To find out which of the algorithms better
determines the optimal moves for winning
during the experimental testing for each
level of difficulty, 100 games have been
played. The experimental results are pre-
sented in tables 1-3.

Table 1. The percentage of the algorithms’ wins playing against each other

Random moves 52% 99% 96% 95% 97%

Greedy 1% 63% 37% 22% 33%

Minimax 4% 76% 66% 55% 63%

Alpha-Beta 5% 78% 45% 59% 61%

Pruning

PSO 3% 67% 37% 39% 54%
Random Greedy Minimax Alpha-Beta PSO

moves Pruning
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Table 2. The percentage of algorithms' wins against players of different levels while
White's play

Player (professional) 8% 1% 1% 3%
Player (amateur) 12% 4% 4% 6%
Player (beginner) 92% 84% 85% 87%
Greedy Minimax Alpha-Beta Pruning PSO
Table 3. The percentage of algorithms’ wins against players
of different levels while playing black
Player (professional) 5% 1% 1% 2%
Player (amateur) 9% 3% 3% 4%
Player (beginner) 90% 83% 82% 85%
Greedy Minimax Alpha-Beta Pruning PSO

During experimental testing the depth of
the game tree was 4 half-moves. In case
of increasing the depth of the game tree
and providing more precision of the PSO
evaluation function, artificial intelligence
will play better. Considering that PSO was
trained by playing with itself, it is currently
playing at the amateur level. In the process

Speed

Greedy depth 4 PSO depth 4

of self-training algorithm, PSO was consid-
ered only such results of the game as victo-
ry, drawn, defeat.

Estimation of the algorithms based on the
represented test data showed that the first
place is Greedy, then Minimax, PSO, Al-
pha-Beta Pruning (see Fig. 8-9).

0,15
O’-l .
0,05

MiniMax depth 4 Alpha-Beta depth 4

Figure 8. The raiting of algorithms by «Computing speed»

100

50

Effectiveness %

Greedy depth 4 MiniMax depth 4

PSO depth 4 Alpha-Beta depth 4

Figure 9. Raiting of algorithms by «Efficiency»



1. EDUCATIONAL POLICY, INNOVATION AND DIGITALIZATION IN THE EDUCATIONAL PROCESS

=

In theory, Minimax and Alpha-Beta Prun-
ing algorithms should work much faster
than Greedy. But in reality, since the Greedy
evaluation function is more precise, it works
faster and more efficiently.

The main challenge in the “ToqyzQumalaqg”
game develop have been faced by program-
mers is a difficult and ambiguous system of
assessing the situation. It happens due to
several reasons:

1) Theabsence ofscientificliteratureonthe
mathematical theory of programming
game “ToqyzQumalaqg”;

2) The parameters variability of the
evaluation function at different levels
of the game. Different players with
different levels of “ToqyzQumalaqg”
game skills take into account different
factors to achieve victory;

3) The necessity of taking into account a
specialslot Sacred (Tuzdyk). Thiselement
is the unique kind in the Mancala family
of games, to which *“ToqyzQumalaqg”
refers, and no one abstract logic games
haven't any analogue of Sacred (Tuzdyk).
If in the chess the value of each piece is
known, the process of evaluating the
Sacredslot (Tuzdyk) isvery difficult. Make
it clear that even professional players are
not able to answer the question of how
to evaluate the value of Sacred (Tuzdyk).
Value of Sacred (Tuzdyk) depends
on various factors such as position,
assignment stage, mutual position of
Sacred slots (Tuzdyk), etc. In this respect,
it is very difficult to give an precision
mathematical evaluation of Sacred slot
(Tuzdyk);

4)The difficulty of determining the end of
the game Hollow (Atsyrau). In this game
situation we need to act very accurately
and perfectly correct;

5) The complexity of determining the
decisive is mistaken. Often, it is very
difficult to determine in game the
moment where the mistake was made.
In this indicator, “TogyzQumalaq” is
similar to Go (Chinese chess).

Conclusion

“TogyzQumalag” mobile logic game devel-
opment allows investigation the issues of
artificial intelligence implementation based
on search algorithms for optimal gam-
ing decision making. Minimax, Alpha-Beta
Pruning, Greedy and PSO algorithms were
implemented in the “ToqyzQumalag” mo-
bile logic game. During the experimental
testing of the algorithms the best speed
and efficiency was demonstrated by Greedy
algorithm, then Minimax, PSO, Alpha-Beta
Pruning. This is due to the relatively small
depth of game moves, equal to 4 and the
precision of the game decision evaluation
function. Further research can focus on
building a more precision model of the PSO
and Alpha-Beta Pruning algorithms evalua-
tion functions.

The project work has made it possible to re-
alize educational goals by gathering knowl-
edge from various fields (algorithmization
and programming, artificial intelligence,
mathematics, design, modeling, etc.) and
facilitated to the formation of key compe-
tencies. An active participation of students
in teamwork is allowed to form the skills of
cooperation, an effective social interaction,
a sense of collective responsibility and the
ability to work in a team. In addition, the
project method facilitates the formation
of problem-solving skills. Working in such
conditions, students have learned to make a
valid conclusion based on the problem anal-
ysis, to self-study new knowledge, adapting
them to their tasks.

This research can provide the framework for
the further implementation of the math-
ematical apparatus in mobile logic game
apps development. The results of the re-
search can also be used in the educational
process in the study of subjects related to
mobile computing and the mobile game
applications development.
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Peanunsauma UCKyCCTBEHHOIO UHTEeJIJIeKTa B MOGunbHOM
norundyeckom urpe «ToqyzQumalag»

Y. Hyp6ekoBa™, I AnMuueBa? T. TonraH6anynbi®, M. M. Manbi*
'KazaxCKMIM HauMoHanbHbIM Megarormyeckmnin yHMBepCcuTeT
MMeHn Abadq, AnmMaTbl, Pecnybnka KasaxcTaH

23EBPA3nMNCKMIN HaUMOHaNbHbIN YHUBEPCUTET UM. J1. lyMMnieBa,
AcTaHa, Pecnybnuka KasaxcTaH

“Opn, bBaHrkok, TannaHg

E&[ AHHOTauua. B gaHHOM mccnefoBaTenbCKoM paboTe paccMaTpMBaeTCa peanmsaumd
MCKYCCTBEHHOTO UHTennekta (M) B MobunbHoM normdeckomn mrpe «TogqyzQumalag»
C aKLLEeHTOM Ha BKJOYEHME MepefoBblX anropUTMUYECKUX CTpaTernm ang ynydile-
HUa nrpoeoro npouecca. CIOXHOCTb U cTpaTernmdeckas rmybuHa 1rpbl NpeacTaBna-
10T cO60M YHUKanbHble MpobnemMbl Anda pa3paboTkmn MW, koTopble pellatoTca nyTem
MHTerpaumm Takmnx anropmTtMoB, kak Minimax, Alpha-Beta Pruning, Greedy v Particle
Swarm Optimization (PSO). B nccnepoBaHmm ocoboe BHVMaHWe yaenaeTcsa Co30aHunto
OLLEHOYHbIX QYHKLMUM ONa 3TUX anropmnTMoB, obecneudmBatoLLmx apdekTnBHOCTL NI 1
MPWHATUE peLLeHM, NOA0OHbIX YENOBEYECKMUM. DTOT aCMeEKT KM3HEHHO BaXKeH 419 CO-
XPaHEeHUA CTpaTerM4yeckom HempenckasyeMocTn, Heobxogmmon ana «ToqyzQumalag.
OBLMPHOE KCNepPUMEHTaNIbHOE TECTUPOBAHME MPOTUB YETOBEYECKUX UTPOKOB pPas-
HOro YPOBHSA MacTepcTBa AEMOHCTPUPYET 3GDEKTUBHOCTb afIfTOPUTMOB. DTV TECTbI Bbl-
ABAAOT CUIbHbIE CTOPOHbI M OFPaHMYEHUa KaXKOOro anropmTMa, AaBasa npencrasnie-
Hue 06 Ux NpUMeHeHnK B Urpe. [laHHada cTaTbsa BHOCUT BKag B passutme NN B nrpax,
nooyepkmMBasa NpobrieMbl U BO3MOXHOCTU pa3paboTkmn MW ana cnoxxHbix urp. Ee pe-
3yNbTaTbl aKTyaslbHbl He TOMbKO ANA Pa3paboTUMKOB UIP, HO M CNy>KaT obpa3oBaTtesib-
HbIM MHCTPYMEHTOM, AEMOHCTPMPYS NpakTuyeckoe npumMeHeHmne MW n anropntmmnye-
CKUX CTpaTerumn.

ﬁ KnioueBble cnoBa: pa3paboTka MOBUMbHbLIX WP, MalMHHOE obydeHue, Minimax,
Alpha-Beta Pruning, Greedy, PSO.

«ToqyzQumalag» Mo6unbai nornkanbiK OMbIHbIHAA
YKacaHAbl MHTeNNEeKTiHi icke acbipy

Y. Hyp6ekoBa™", I AMundeBa?, T. TonFaH6anynbi3, M. M. Manbi*
'Abaln aTbiHOaFbl Ka3aKk yNTTbiK Megarormkanblk YHUBEPCUTETI,
AnmMaTtbl, KasakctaH Pecnybnmkachl
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23J1. 'ymmneB aTblHAAfFbl Eypasuns yNTTbiK YHUBEPCUTETI,
AcTaHa, KasakcTaH Pecnybnumkachl
“Opn KoMNaHuAchl, baHrkok, TannaHg

@ AHpaTna. Byn Makanaga oWblH MPOLECiH »KakcapTy VLiH 03blK anropUTMAIK cTpaTe-

L

rmsnapnbl eHrizyre 6aca Hasap ayaapa oTbipbir, «TogqyzQumalag» Mobunbai noruka-
NblK, OMbIHbIHOA »XacaHObl MHTeNNekKTiHI (XKW) icke acbipy Maceneci KapacTbipbliagbl.
OWMbIHHbBIH, KypAeniniri MeH cTpatervanblk TepeHairi Minimax, Alpha-Beta Pruning,
Greedy »oaHe Particle Swarm Optimization (PSO) cuakTbl anroputMaepai 6ipikTipy
apKplnbl WewineTiH XXW a3ipney yLwiH 6iperen Mmacenenepmi ycoiHaabl. 3epTreyne XX
TWIMAINIr »xeHe afaM CUAKTbI WelliM Kabblnaayabl KaMTaMachi3 eTeTiH anroputMaep
VLWiH 6arFanay ®yHKUMSANapbIH acayFa 6aca Hasap aynapbiiafbl. ATanFadH acnekT
«TogqyzQumalag» yLWiH Ka)XeTTi cTpaTernanblk, 60MyKaMCbi3OblKTbl CakTay YLWIiH eTe
MaHbi3abl. Lebepnik aeHremi spTypni agaM OWMbIHLWbINAPbIHA KAPChl KeH, aKcrepu-
MEHTTIK TECTiNey anroputMaepaiH TMiMAINIriH kepceTedi. byn TectTep anroputMaepai
OWblHAa KONAaHy apKpblibl TYCiHIK Bepe oTblpbIM, 8P anropUTMHIH, KYLUTI »aKTapbl MeH
LekTeynepiH aHblkTanabl. Ocbl Makana Kypaeni ombiHOapFa apHanraH XU asipney
Macenenepi MeH MyMKiHAOiIKTepiH KepceTe oTblpbIr, OMblHAaPAaFbl XKW AaMybiHa yneciH
Kocafbl. 3epTTey HaTMKenepi oMblH yKacayLlblNap YLIiH FaHa 63eKTi eMec, COHbIMEH Ka-
Tap 6iniM 6epy Kypanbl peTiHae KbiI3MeT eTeTiH XX MeH anropuTMaik cTpaTterusanapibl
npakTuKaaa KongaHyMeH ae e3ekTi 6o5bin Tabbinaabl.

TyniHAai cespep: MobuMNbai oMbIHOAPAbI AAaMbITY, MallMHanbIK OKbITY, Minimax, Alpha-
Beta Pruning, Greedy, PSO.
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